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Excerpts from Student Friendly Statistics for Health, Life and Social Sciences

Chapter 1
Basic Concepts in Statistics

Definition of Terms

Mathematics: This is the science that deals with the logic of
shape, guantity and arrangement. It is all around us, and in
everything we do. It is the building block for everything in cur daily
lives, including meobile devices, architecture {ancient and modem ),
art, money, engineering, sports, medicine, etc.

Statistics: This is a branch of mathematics that deals with the
collection, arrangement, summarization, analysis, interpretation
and presentation of data. Statistics is relevant to all discplines.

Biostatistics: This is a subset of statistics that is concemed with
data on living things (from bics - life). The disciplines involved
here include Medicine [both human and wveterinary}, Food and
Agricultural Sciences, Botany, Zoology, etc.

Health or Medical statistics: This is a subset of biostatistics that
is concermed with data on health related issues.

Vital statistics refer to records of vital events [(i.e., births, deaths,
marriages and divorces) obtained through a civil registration
process. The data obtained are used for generating birth and
maortality rates for the whole population or subgroup.

An observation is an event that is seen to ocour. Data refer to
the records of two or more ocbservations, while the record of a
single observation is called datum. Data are collected on
wvariables.

A data set iz a collection of the data of the individual cases or
objects, and each of the respective observations in a data set
constitutes a2 data point.

Primary data refers to the first hand data gathered by the
researcher. The sources include interviews, focus group
discussions, observations, guesticnnaire surveys, experments,
etc. Although, it is expensive and takes a longer time to collect as
compared to secondary data, it is more acourate and reliable than
secondary data.

Secondary data refers to the data collected by someone else
earlier [either published or unpublished) but now being accessed
and used by the researcher. The sources include institutional
records, govermnmment records and publications, books, journals,
magazines, websites, etc,

Variables: Thess are characteristics of some events, objects or
persons that can take on different wvalues or amounts: e.g.. age
[ 25yrs, 45yrs, 70vrs, etc.), Height [1.5m, 1.63m, 1.7m, etc.), sex
[male or female), marital status (single, marred, separated,
divorced or widowed).

There are 2 types of variables, i.e., gualitative and guantitative
wvariables.

1. Qualitative wariables: These are variables that are
classified by attributes or categories, e.g., sex (male or
fermale), marital status (single, marred, separated,
divorced ar widowed.

Qualitative variables can be measured on:

- Nonrinal scale: In this case only names are assigned,
e.g. sex [male or female).

- Ordinal or ranking scale: In this case the variables are
listed in a specified order or rank, e.g. the ranks of
umiversity lecturers {Graduate Assistant < Assistant
Lecturer < Lecturer II < Lecturer I = Senior Lecturer <
Reader < Professar).

2. Quantitative variables: These are variables that result

from counting or measurement. They can be:

- Discrete: Thesse assume whole numbers only, e.g.
the number of students in a class can be 1, 2, 3, 4,
etc., it is not possible to have 2.5 students.

- Continuwous: These can assume fractions e.g., the
weights of the students in a class can be 45kg. 50.5kg,
&4.7kg, etc.

Quantitative variables can be measured on;

- Interwval scale: The starting point for this scale is
arbitrary, it does not have a true zero point [i.e., zero
on this scale does not indicate absence of the guantity
measured (e.g. a temperature of 0°C represents a
temperature reading, as there can be temperatures
below 0 such as: -2°9C, -10°%C, -20%C, erc.).

2
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Chapter 2
Measures of Central Tendency and Dispersion

Measures of Central Tendency
A measure of central tendency is a single value that describes a
set of data by identifying the central position within that set of
data. Measures of central tendency are also called measures of
central lecation. They include:
a. Mean - Arithmetic mean
- Weighted arithmetic mean
- Geometric meaan

b. Mode
c. Median (this is also one of the guantiles)

The appropriate measure of central tendency to be used depends
on the type of data (i.e., mean for normally distributed data, and
median for data that are not normally distributed).

Arithmetic mean

This refers to the sum of all the observations divided by the
number of observations. The mean for a population is denoted by
*mu” (), while the mean for a sample is dencted by ™= bar™ [X],
and the formula for computing it is:

i ol i ol e,

n
n
_ 1 "
= — % X
T i=1

Example 2.1 The weights of six students [in kg) are:
30, 64, 70, 583, 55, 72
Find their mean weight.

X =

The steps in answering the question are as follows:
Step 1: Compute the sum of the weights
ie., 30+ 64 + 70 + 63 + 33 + 72 = 379

Step 2: Divide the sum by the number of cbhservations
are

&
= 63.17

The mean weight of the six students = 6§3.17kg

Weighted arithmetic mean
This is used when observations have different weights attached to
them,

If the values %1, ¥z, 3. _..=enare assocdated with the weights wi, wa,
W

The weighted arithmetic mesan:

_xE Wy T+ oW, X W e e e X W

n

Example 2.2 If the mean PCV of 3 male patients is 43% and that
of another 2 female patients is 0%, what is the mean PCV of the
8 patients?

Thie steps in answering the gquestion are as follows:
Step 1: Compute the sum of the weighted PCV
i.e.. (5% 45) + (3 x 40) = 225 + 120 = 345
Step 2: Divide the sum by the number of cbservations

=2 =43.13
=— = .

The mean PCV of the 8 patients = 43.13%:
Geometric mean
This is the nth root of the product of the values, where n means

thie number of observations,

The geometric mean of the values 1, x2, 33 .40

= ':,-"{xl:l(x;:lfh}' S I:-"f:n.:l

Page 3




Excerpts from Student Friendly Statistics for Health, Life and Social Sciences

Chapter 3
Principles of Parameters’ Estimation

Statistical inference
Statistical inference refers to the procedure by which we reach a
conclusion about a population on the basis of the information
contained in a sample drawn from that population. This can be
done by:

=  Estimation

=~  Hypothesis testing

Estimation
Estimation invelves calculating from the data of a sample, some
statistic that is offered as an approximation of the cormesponding
parameter of the population from which the sample was drawn.
The two types of estimates are:
= Point estimate: A point estimate is a single numerical
walue that is used to estimate the corresponding population
parameter [e.g.. arithmetic mean].
= Interval estimate: &n interval estimate consists of two
numerical values defining a range of values that, with a
specified degree of confidence, we feel indudes the
parameter being estimated (e.g.. confidence interval).

Estimator

An estimator is a rule (i.e., formula) that is used for computing an
estimate. For example, the arithmetic mean is computed as the
surm of all the cbservations divided by the number of cbservations.
The mean for a population is denoted by "mu” {p), while the mean
for a sample is denoted by “x bar™ (x)}, and the formula for
CoOMpUting it is:

L - R o SN -

T
1 n
iy
T i=1

¥ =

41

The formula for calculating the sample mean (X)) is therefore an
estimator of the population mean {(p), while the single numerical
value that results from applying this formula is an estimate of the
population parameter.

Sampled population refers to the population from which one
actually draws a sample, while target population refers to the
population about which one wishes to make an inference.
Statistical inference procedures allow one to make inferemces
about sampled populations if probability sampling methods [i.e..
random sampling)} have been employed. Conclusions can be
reached about the target population statistically only if the
sampled and target populations are the same.

Confidence intervals

Although a sample mean (X} can be caloulated, the exact location
of the population mean (g} remains unknown. Confidence intervals
[CI) are used to estimate how far away the population means [(u)
are likely to be with a given degree of certainty. & confidence
interval gives an estimated range of walues which is likely to
include the wnknown population parameter, it is therefore an
interval estimate of the population parameter.

The estimator (formula) for an interval estimate (confidence
interval) is:

Interval estimnate [CI) =
Point estimate {mean) + (reliability coefficient) = (standard
arror)

The guantity obtained by multiplying the reliability coefficient by
the standard error of the mean is called the precision of the
estimate [or margin of error)

~  For a sample drawn from a mormal distrbution with Enown
variance , an interval estimate [CI) of the population mean
is expressed as:
Cf=x + E.r“_m_l.-l:, * 5.8

Where: CI = Confidence interval; X = sample mean
Zri-grzy= reliability coeffident: 5.2 = standard ermor

42
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Chapter 4
Hypothesis Testing

Hypothesis

A hypothesis is a proposition that is assumed as a premise in an
argument or claim, or set forth as an explamation for the
occurrence of some specified group of phenomena. A research
hypothesis is used to test the relationship between two or more
wvariables.

Hypotheses are assertions that are capable of being proven false
using a test of observed data. The process of proving assertions
false using a test of ocbserved data (sample data)} is called
Hypothesis Testing.

Exp-ected attributes of a hypothesis
It shiould be clear and precise
= It should be capable of being tested
= It should be able to relate to a wvariable
= It should be limited in scope and specific
= It should be stated in very simple terms
= It should be consistent with mast known facts
= It shiould be testable within a reasonable time
= It should explain the facts which most need explaining

Types of hypotheses

Null hypothesis (Ho)

A null hypothesizs is a type of conjecture used in statistics that
proposes that there is no difference between certain characteristics
of a population or data generating process. It typically corresponds
to a general or default position. Making this assertion will make no
difference and hence it cannot be proved positively.

It is the null hypothesis that is being tested in a test of statistical
significance. Hypothesis testing allows the researcher to reject or
not reject a null hypothesis at a certain level of significance
[expressed as p-walue) but it cannot prove the hypothesis,

For example:

Ho: "all the students attending the statistics lecture are males”.
Only one female student suffices to reject the hypothesis as they
enter the dass consecutively, but no number of male students can
prove it since the next student could be a female.

Alternative hypothesis (Ha)

An alternative hypothesis asserts a rival relationship betweean the
phenomena measured by the null hypothesis. The alternative
hypothesis proposes that there iz difference between certain
characteristics of a population or data generating process. It needs
not be a logical negation of the null hypothesis as it only helps in
rejecting or not rejecting the null hypothesis.,

Types of statistical hypotheses tests

One-tailed [(or one-sided ) test

A one-tailed test is a statistical hypothesis test in which the values
for which ocne can reject the null hypothesis (Ho) are located
entirely in one tail of the probability distribution. In other words,
the critical region for a2 one-tailed test is the set of values less than
the critical value of the test, or the set of values greater than the
critical value of the test (Figure 4.1).This indicates that a one-
tailed hypothesis specifies the direction of the association between
the predictor and outcome warables. A one-tailed test i also
referred to as a one-sided test of significance.

Vi b -
or
d =g *H
-

" i -

| . el
= e g = |

[ i
Cithal it Mt

Figure 4.1: One-tailed {or one-sided) test

Two-tailed {(or two-sided) test

A two-tailed {or two-sided) test is a statistical hypothesis test in
which the values for which we can reject the null hypothesis [Ho)
are located in both tails of the probability distribution.

In other words, the critical regions for a two-sided test is the set
of values less than a first critical value of the test, and the set of
values greater tham a second oritical value of the test {Figure 4.2].
This indicates that a two-tailed hypothesis only states that an
association exists between the predictor and outcome wariables,
but it does not specify the direction. A two-tailed test is also
referred to as a two-sided test of significance.

&6
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Chapter 5
Chi-square (3?) Test

The chi-sguare [x*) test is a non-parametric test that measures
how a model compares to actual observed data. It is performed to
determine if there iz a difference between the theoretical
population parameter and the ocbserved data. The chi-sgquare
statistic is a measure of the difference between the observed and
expected frequencies of the cutcomes of a set of events or
variables.

Types of chi-square tests
The common types of chi-sguare tests include:
1. Pearson’'s chi-square test
2. ¥ate's continuity correction for Pearsonm’s chi-sguare test
[used in situations where the sample size iz small, e.g..
<40
3. Fisher's exact test (used in situations where the
assumptions for Pearson's chi-sguare test are not met, such
as when more than 20% of the expected fregquencies are
less than 3)
4. McMemar's test (for paired cbhservations)
5. Edward’s continuity correction for Mciemar’s test [used
when the sum of the discordant pair in the contingency
takle is less than 25}

1. Pearson’'s chi-square test

The Pearson's chi-square test is the most commonly performed
chi-sgquare test. It is wsed to determine whether there is a
statistically significance difference betweesn the expected
frequencies and the observed frequencies in one or more
categories of a contingency table.

The assumptions (i.e., conditions toe be fulfilled) for Pearson’s chi-
square test are:
=  Sample is a simple random sample from the population of
interest (i.e., each individual in the population has an egual
chance of being seleced)
=~ Each observation is independent of all the others (i.e.. one
observation per subject]
=  There are 2 wvariables, and both are measured at an ordinal
or nominal level (i.e., categorical data)

=  The data in the cells should be frequencies, or counts of
cases rather than percentages, physical measurements or
some other transformation of data (=.g., mean)

= Mo cell should have an expected frequency less than 1

=  The expected frequendcies should be 5 or more in at least
80% of the cells

If the Pearson’s chi-square test conditions are not met, it is inwvalid;
an option is the Fisher's exact test (for a 2 x 2 table].

The Pearson's chi-sqguare test is wsed for three types of
comparisons, these indude:

a. Test of goodness of fit;

b. Test of independence: and,

c. Test of homogeneity

A: Chi-square goodness of fit test

The chi-square goodness of fit test is used to compare a randomly
collected sample containing a single categorical varakble to a larger
population (most commonly the populatiom fromn which it was
potentially collected). The test enables us to observe how well the
theoretical distribution (e.g., uwniferm, binomial, etc.) fits the
observed distribution.

The hypothesis for the test is stated as:
Mull hypothesis (Hz): The sample data is consistent with the
theoretical distribution

Altermative hypothesis (Ha): The sample data is not consistent with
the theorstical distribution

Example 5.1 The table below shows the number of new cases of
COVID-19 on particular days in the week in a study conducted in
a West African country.

Drany *on Tose Wed Thu Fri Tt Sun
Mumber of | &4 B0 40 ] a4 a5 a4
mew case of

COVID-19

Can it be concluded that the data are a random sample from a
umiform distribution?

63
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Chapter &

Comparison of Proporticons

A proportion refers to the fraction of the total that possesses a
certain attribute. If x is the number with a particular characteristic
in a sample with size n, then the sample proportion {p) is given by
the formula:

Number with the attribute or characteristic
Sumple size

P ZE e, p=

For example, if 30 of 60 women are married, the proportion of
married women = 30/80 = 0.5.

A percentage is the amount, number or rate of something that is
part of a total of 100. A percentage is often dencted by the
character "%". To convert the proportion of married women to
percentage requires multiplying it by 100,

The percentage of married women therefore eguals
% x 100 = 50% (or 0.5 X 100 = 50%)

The proportion of marmied women = 30/60 = 0.5, while the
percentage of married women = 30% (i.e., 50/100 when
expressed as a fraction of 100}). It therefore means that whereas,
all percentages are proportions, it is mot all proportions that are
percentages (as it is only proportions that express fractions of a
total of 100 that are percentages).

Comparison of a Sample Proportion with a Population
Proporticn
Comparison of a sample proportion with a population proportion
can be done either by:
= Estimation of the population parameters (i.e., by
estimating the Confidence Intervals of a proportion)); or
= Hypothesis testing

Confidence Interval of a Proportion

Although a sample proportion (p) can be calculated, the exact
location of the population proportion remains wnknown.
Confidence intervals [CI) are used to estimate how far away the
population proportions are likely to be with a given degree of
certainty. Confidence interval is therefore an interval estimate of
the population parameter.

The estimator [(formula) for an interval estimate [(confidence
imterval) is:

Interval estimate (CI} =
Point estimate (proportion) + [(reliability coefficient) =
[standard error}

The guantity obtained by multiplying the reliakbility coefficient by
the standard error of the proportion is called the precision of the
estimate [or margin of error)

=~ For a sample drawn from a mormal distribution with known
variance, an interval estimate (CI) of the population
Droportion is expressed as:
CI = pEFrj.qo) = 5.

Where: CI = Confidence interval: p = sample proportion;
Zp1-gpzy= reliability coefficient:
s.& = standard error of proportion

Conventionally, 93% confidence intervals are used, although they
can be calculated for 90%%, 999 or any other value.

Confidence interval = 1 — level of significance (a).

If the level of significance {a} is 0.05, then the corresponding
confidence interval [(CI) is 93%, i.e..

CI=1-0.05 = 0.95 = 93%.

If the level of significance is 0.01, the CI = 99%; and if the level
of significance is 0.1, the CI = 90%%.

100
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Chapter 7

Comparison of Means

The mean is the ideal measure of central tendency for a normally
distributed data. Sets of normally distributed data cam be
compared by comparing their means. The main types of
comparisons include:
1. Comparison of 2 means (using Z test or t-test)
2. Comparison of =3 means [using &Analysis of Varance
[AMOVA), in which the F-statistic is computed]

1. Comparison of 2 Means
The types of comparisons of 2 means include:
&, Comparison of a sample mean () with a hypothetical
population miean (U} [using Z test or one sample t-test]
B. Comparison of the means of a paired observation im one
sample (using paired t-test)
C. Comparison of the means of two independent samples
[using independent t test)

1A. Comparison of a sample mean (X) with a hypothetical

population mean (W) [using Z test or one sample t-test]
Comparison of a sample mean with a hypothetical population mean
can be done by:
=  Estimation of population parameter {using Z test or t test)
=  Hypothesis testing {using £ test or t test)

CHOICE OF TEST (Z or t)

The choice of which one to use between Z test and t-test depends
on the sample size (n} and whether or not the population standard
deviation (=) is known as shown in the reproduced Table 3.1 below.

Table 3.1: Choice of test [ or t)
Population standard Sample size
dewiation [sd) n < 20 n = 30
E.mawn Z best £ bast
Linkrowm t hest b or F test
126

Example 7.1 The medical rsk asscciated with a certain
occupation is being investigated and a random sample of 20 men
aged 30 - 39 years has a mean systolic BP of 144.4mmHg with a
standard dewiation of 15.1mmHg. Does the evidence of our sample
indicate if increased BP is associated with the ocoupation, if the
true (population} mean systolic BP in such men is 133.2mmHg
[Given that the level of significance a = 0.03)?

This gquestion can be solved either by:
i. Estimation of confidence intervals, or
ii. Hypothesis testing

i. Answering the gquestion by estimation of confidence
intervals

To answer the guestion by estimation of confidence intervals, the
first thing to do is to extract the relevant data in the question.

Sample size (n) = 20

Sample mean systolic blood pressure (£) =144 .4mmHg
Standard deviation for sample mean (sd} = 15.1mmHg
Population mean systolic blood pressure (W) = 133.2mmHg

The next thing to do is to specify the appropriate test for
estimating the confidence intervals, give the formula and the
meaning of its components.

Since the population standard deviation is not known, and the
sample size is less than 30 (i.e., n = 20), the appropriate test to
use is the t-test.
CT = Txb™ 5.8

Where:

CI = Confidence interval

% = sample mean ed 5.1 _

tioy= reliability coefficient fE=—— 5= F.8 = 3377
s.e = standard error w1 *

sd = standard deviation
n = sample size

Given that the level of significance (a) is 0.05, then the
corresponding confidence interval {CI}) is 959%, i.e.,
CI=1- 0.053 =095 = 93%

G95% CI = £+taos - 5.8

126
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Chapter 8

Mon Parametric Tests

Mon parametric tests are methods of statistical analysis that do not
require a distribution to meet the assumptions for a parametric
test to be analyzed; as a result of this, they are sometimes called
distribution free tests. The indications for using non-parametric
tests include:

1. When the underlying data do not meet the assumptions
about the population sample; for example, if the data is not
normally distnbuted. However, in some cases, even If the
data do not meet the assumptions for a parametrc test,
but the sample size is large enough, a parametnc test can
still be used instead of a non-parametnc test (based on the
central limit theorem).

2. When the sample size 15 small, in which case one may not
be able to validate the distmbution of the data, the only
option therefore is to apply a non-parametric test.

3. When the data is nominal or ordinal; whereas, parametric
tests are suitable for analyzing only continuous data, non-
parametrnic tests are suitable for analyzing nominal or
ordinal data.

The types of non-parametric tests and their corresponding
parametric tests are shown in the reproduced Table 4.3.

A. One sample Wilcoxon signed-rank test
This is a non-parametric analogue to the one sample t-test, It is
used when the data is not normally distributed. The one sample
Wilcoxon signed rank test is used to compare the median of a
sample with that of a hypothetical population.

Testing procedure

1. Calculate the differences between each individual value and
the hypothesized median.

2. Rank the absolute wvalues of the differences, from low to
high, and affixes the =ign of each difference to the
corresponding rank (exclude those with differences = 0).

3. The rank assigned to tied observations is the mean of the
ranks that would have been assigned to the observations
had they not been tied.

4. Sum the ranks vath a plus (+) sign, call it W+
5. Sum the ranks with a minus (-} sign, call it W-

Decision rule

Reject Ho if either We or W- is less than or equal to (<) the
critical value Wayzyn for a two tailed test or Wae for a one tailed

test.

Table 4.3 Parametric and non-parametric statistical tests

Mature of groups Type of variables

Parametric test

Hon-parametric

185

{Purpose of test)  test
(Purpose of test)
One groug Quantitative Pearson’s Kendall's tau, or
carrelation Spearman i
[Teest Tor relatoersiip ) coarrelation
[Tt for redabonship)
One greup  Quantitative 1 sample t-test, or 1 Saimple
mmpared with a £ test Wilcoxon  sigmed-
population [Comane: msans) rank test, or Sign
Lest
[Comgare meedlans]
Two independent Cuantitative Independent {or Mann-Whitney U
groups Unpa'red} t-test test, or Wilcowxaon
[Coimane: mesans) rank sum test
[Compare medlans]
Two related Quantitative Paired t-test Wilcoxon
Groups [Compane: mesans) d pair
signed-rank test
[Co & el SN
Three or more Quantitative AMNOAA KI'I.IS% -Wallis
Independent [Compne mesans) rank sum H test
groups [Compare: mesdlans]
Threa ar FrIre Quantit.a'l:iue Repaated measures Friadman te=t

repeEa e e e
in one growag

AT
[Compaene mesans}

[Compare medlans]

Example 8.1 The table below shows the data from a study that

assessed the

systolic blood pressure of a sample of 10 patients

attending the outpatient clinic of a teaching hospital in Northern

Migeria.

Use the one sample Wilcoxon

signed-rank test to

demonstrate if the population median systolic blood pressure is
greater than 120mmHg (Given that the level of significance a =

0.05).
Patient 1 2 3 4 3 [ 7 ] ] 10
Systolic BF | 107 | 125 | 123 | 130 | 135 | 116 | 124 | 130 | 140 | 118
{mmiHg}

196
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Chapter 9

Correlation and Regression

Correlation and linear regression are used for investigating the
relationship between two guantitative wanables. Correlation
quantifies the strength of the linear relationship betwesn a pair of
variables, whersas regression expresses the relationship in the
form of an equation. The first step In Investigating a relabonship
between two quantitative vanables is to show the data wvalues
graphically on a scatter diagram, but the strength of the
relationship is measured by the means of an index known as
correlation coefficient (repressnted by r).

In examining the relationship between Z gquanttative variables, it
is necessary to know which one influences the other. For example
in determining the association between height and weight, it is
height that influences weight and not the other way round. It can
thus be said that weight 15 dependent on height, but height does
not depend on weight. Height iz therefore the independent
variable (and it iz plotted on the ® axis), while weight iz the
dependent variable (and it is plothed on the y axis) as shown in
the scatter diagram (Figure 9.1).

v axis

Weight (kg)
Dependenit
wvanable

Height (m) x axis
Independent variable

Figure 9.1: Positive correlation between weight and height

The correlation coefficient (r) iz given by the formula:

o n(Fxy) — (TO(Ey)
VInga® — (2071 + [nxy? — (7]

Interpretation: (r ranges from +1 to 0 and to -1)

r = +ve means: Positive correlation (or direct relationship). For
example, there is a positive correlation between height and weight.
This means that as the height increases, the weight also increases
(Figure 9.1).

r = -wve means: Megative correlation (or inverse relationship).
For example, there iz a negative cormrelation between the immunity
status and the nsk of disease. This means that as the immunity
status increases, the risk of disease decreases (Figurs 2.2).

r = 0 means: No correlation (or no relationship). For example,
there is no comrelation between the students” admission numbers

and their scores in an examination (Figure 9.3).

y axis

Risk of
Disease
Dependent
vanable

Immunity status X axis

Independent vanable

Figure 9.2: Negative correlation between immunity status
and risk of disease
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Chapter 10

Probability Theory

Probability iz a mathematical technigue for predicting outcomes., It
predicts how likely it is that specific events will occur, and it is
measured on a scale from 0 to 1. A probability can never be more
than 1, nor can it be negative. The chance of obtaining a head
when a coin is tossed is 50% (and the probability is expressed in
decimal format as 0.5). The formula for determining the probability
of an event occurnring depends on the situation in which the event
is expected to oocur.

A. To determine the probability (P) of a single event (A)
happening

The probability (P) of a single event (&) happening is given by the
formula:

P(A) = the number of possible events

the number of possible equally likely outcomes

Example 10.1: Qut of 25 students in a class, 5 are females. Find
the probability of selecting a female in the class.

The number of possible ewvents (i.e., the number of females
available for selection) = 5

The number of possible equally likely outcomes (i.e., the total
number of students available for selection) = 25

The probability of selecting a female in the cass is computed as:

the number of possible events

P(Female) = the number of possible equally likely outcomes

>
P{Female) = e

P(Female) = 0.2

B. To determine the probability of event (A) and event (B)
happening (independent events)

The probability of event (A) and event (B) happening (if they are
independent) is given by the formula:

P{A nB) = F{A) = P(B) [Thisis called "the multiplication rule”]

Example 10.2: Qut of 25 students in a class, 5 are females. Find
the probability of selecting a female and a male in the class.

Solution:
The number of possible events for females (i.e., the number of
females available for selection) = 5

The number of possible events for males (i.e., the number of males
available for selection) = 20

The number of possible equally hkely outcomes (i.e., the total
number of students available for selection) = 25

The probability of selecting a female in the class is computad as:

P(Female) = % =0.2

The probability of selecting a male in the cdass is computed as:
20

P{Male) = = = 0.8

25

The probability of seleching a female and a male {(independent
events) is computed as:

P(Female nMale) = P{Femaleg) = P(Male)

P{Female nMale) = 0.2* 0.8

PiFemale nMale) = 0.16

Example 10.3: If at age 60, the probability of surviving for the
next five years is 0.7 for an Afrnican man and 0.8 for an African

woman. For an African couple who are both aged 60, what is the
probability that the wife will be a living widow five years later?
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Chapter 11

Sample Size Estimation and Sampling Techniques

Sample size estimation

& sample is a part of the population that iz being selected as a
representative of the population. In some cases (e.0. census, very
small finite populations, etc.) the whole population is studied, but
in research due to time constraint and budget only a
representative sample is needed. Sample size estimation is the
mathematical computation of the number of subjects or units to
be included in a study. When a representative sample is taken from
a population and the subjects are selected by probability sampling
techniques the findings of the study can be generalized to that
population: and the study is said to have external validity.

For the findings of a study to be valid the sample size must not be
too large or too small. If the sample size is too large, so much time
and resources will be wasted, and the findings may still not be
reliable as the risk of alpha error becomes high (in which case an
effect that is not actually clinically significant appears significant
statistically). On the other hand, if the sample size is too small the
risk of beta error becomes high as the study may fail to detect an
important effect or association because the power is poor. An
optimum sample size is therefore required for a guantitative
research as it allows for appropnate analysis, provides the desired
lewel of accuracy and enables valid conclusions.

Factors influencing sample size estimation

The appropriate formula to be used in computing the optimum
sample size for a study depends on many factors including the
study design (cross-sectional case control, cohort, expenmental,
etc.), the nature of the outcome warable (qualitative or
guantitative), consideration for type I and type II errors, the
required margin of emror (or precision), the minimum effect size
considered to be significant, the standard dewviation of a continuous
wvariable, the odds ratic and relative nisk in case control and cohort
studies respectively, and the design effect.

245

1. Study design

A study desiagn is a specific plan for conducting the study which
allows the investigator to translate the conceptual hypothesis into
an operational one. The vanous study designs can be categorized
into 3 groups, namely observational studies (in which the
researcher observes phenomena and takes records of the
obszervations), experimental studies (in which the ressarcher
manipulates independent or predictor wvarables and document
their effects on dependent or outcome wvarables), and research
synthesis (which includes systematic review and meta-analysis) as

shown in Figure 11.1
Study designs

Research

Obzervatianal | Experimental Synthesis
|

- =  Clazsical experiments{RCTs) |

QLIIIHI'H'III Quantitative & Chsasl-eaper ments = Sy=emetic

. TEiEn

- = Mete-

1 e Rty

*  Obsarstion :
= rdepth

Rarviews » Casereports *  Camparative Cross-

=  Ehnographic s chioen a | sbod ks
shuches

Cases=ries
Cross-sactional shed s = e poninol sl
[Prevalercs sTudsesh = Cahort sfudies

= Lomgibudinalstadias

Figure 11.1: Study designs
Source: Author

2. Nature of the outcome variables

The outcorme wanables essentially belong to 2 groups, namely
qualitative and guantitative. Qualitative vanables are those that
are classified by attnbutes or categones e.g., mantal status
{zingle, mamed, separated, etc.), and they are measured on
nominal and ordinal (or ranking) scales. Quantitative wvanables are
those that results from counting or measuremeant, 2.9., number of
students in a class, weight, height, stc., and they are measured
on interval and ratioc scales.
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Chapter 12

Methods of Data Presentation

Data presentation refers to the methods of communicating the
information generated following data analysis to other people.
Data should be presented in concise, simple, and easy to
understand forms, but must contain important details, and also
stimulate interest in readers.

The methods of presenting data include:
+  Textual: This involves presenting data using a combination
of words and numbers
*  Tabular: This involves presenting data using tables (with
the contents arranged in columns and rows)
+  Graphical: This involves presenting data using charts or
flqures
Howewer, the appropriate data presentation method to be used
depends on the study design that was employed, the types of
variables involwed, the readers concerned, and the purpose.

Textual Presentation of Data

This is the most commonly used data presentation method in all
types of studies. It involves presenting data using a combination
of words and numbers in paragraphs or sentences. It is used to
explain, interpret or emphasize the data being presented.
Whereas, it iz mostly used in combination with other methods (i.e.,
Tabular and Graphical) in quantitative studies, in gualitative
studies it is usually the only data presentation method employed.
In descnptive cbservational studies summary measures of central
tendency and dispersion for guantitative wanables are often
presented textually, whereas frequencies and percentages for
qualitative variables are often presented using tables and charts.

Tabular Presentation of Data

This 15 a popular method of presenting data in guantitabtive
observational studies, expernmental studies and resesarch
synthesis. It involves presenting data using tables (such as
frequency distnbution tables) and the contents are arranged in
columns and rows. The tables contain the details of the data being
presented in the text, while the text usually contains only the
highlights of the data presented in the tables.

27T

A frequency distribution table consists of rows that read from left
to nght and columns that read from top to bottom.
The parts of a table include (Figure 12.1):
+« Table heading: This consists of the table number and title,
and it should be above the table
* Stubs: This is the column that contains the main varniables
being considered in the table. It is usually at the extreme
left and the heading of the column depends on whether the
items are homogenous or not
* Box head : This refers to the column header
* Body: This refers to the main part of the table
* Footnotes: Additional details of symbols or abbreviations
used in the table are inserted below the table as footnotes
* Source note: The source(s) of tables copied from
somewhere else should also be indicated below the table

Table heading-. <

\‘
Table 1: Socio-demograghic characterisics of rnspoadents

Stabs
Ff—"
| Variables Frequency %)  lp 0 1ead
| n=2%8 J
| Age group [years)
{ 20-29 121 (45.9)
| 3039 B0 (31.0)
| 30-29 $1(159)
1250 1682)
[ 4
| Sex
| Mae 135 (52 3)
| Female 123 (£7.7)
| Segle 80 310)
| Mamed 173 (67 1) ‘
| Segarated 15419 ‘Body
| Religion ¥
| Isterm 214 (62 9)
| Crastangy ST
[ Cadre
§ Dector 28(1C 9)
| Nuse 151(59 3
{Ohes I T7(268)
[(mrs)
f<n 175 (67 §)
Foot | 103nd abowe §3(322)

BOles —ew"Others Phamacdl, Laboratory sceentist Nedcal reconds

Figure 12.1: The Components of a Table
Source: Author
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73719
3554
6855
3634
7803
1428
4534
5144
1277
0a51
21749
2972
1341
3291
2626
1947
0633
£9348
897
42149
1152
702
1730
1257
4260

2550
0G0
3371
5323
8332
1796
2105
7e49
6316
5991

Q383
Sa3s0
2354
5233
6380
3643
4399
BOO0
0307
1175
6953
SO0
6163
3277

Table of Random Numbers

2487 5477 0iaeg 2349
5074 7001 6245 3224
3194 7231 2918 73B0
2523 7803 8374 2191
3119 &350 0120 af2&
Qa7 0503 36834 3254
0368 7850 2473 4240
2538 6137 2070 3345
10132 2867 9933 39320
3245 3700 3364 7352
S083 2253 2435 2965
0275 0144  BOZ4 8122
E365 £931 Q@42 0171
3504 0377 3336 6460
02 7937 1993 4932
3425 T267 TS 1130
7497 3969 gel2 4191
3348 1641 3e32 0852
4707 1830 Se50 B44e
3301 4279 4163 4305
2851 6432 4635 3737
SO80 3925 a851% 0127
1704 0345 3275 4738
4439 7276 6353 6912
4998 42948 3204 3965

1012
6360

7335
2632

3203
0851
3154
3213
2284
9585
2327
a2
2975
329G
18383
5937
6635
5233

0731

8250
9102
THT
06596
53657
9336
9435
2456
5696
5249
1209
TB56
2707
3415
0375
015
0351
4338
97eR
3120
1650
2452
2356
Q033
8936

Chi-square (x?) Distribution

{For 32 test and Kruskal-Wallis H-test)

Degress of Twiortailed probability (P
0.2 0.1 0.05 002 001 0.001

1 1642 2,706 3.841 5412  6.635  10.827
2 3.219 4505 5991 7.824 9210 13.815
el 45642 6251 7.815 9.837 11345 16.268
4 5.989 7.779 9.488 11668 13.277 18.465
5 7.289 9.236 11.070 13.388 15.086 20.517
& 8.558 10.645 12.592 15.033 16.812 22.457
7 5.803 12.017 14.067 16.622 18475 24322
8 11.030 13.362 15507 18.168 20.090 26.125
9 12242 14684 16.919 19679 21.666 27.877
10 13442 15.987 18.307 21.161 23.209 29.588
11 14631 17.275 19.675 22.618 24725 31.264
1z 15812 18.549 21.026 24.054 26.217 32.509
13 16.985 19.812 22.362 25472 27.688 34.528
14 12.151 21.064 23.685 26.873 29441 36.123
15 19.311 22,307 24.996 28259 30.578 37.697
16 20,465 23.542 26.296 29.633 32.000 39.252
17 21615 24.769 27.587 30.995 33409 40.790
1 22760 25.989 28.865 32.346 34.805 42.312
12 23.900 27.20¢ 30.144 33.687 36191 43.820
20 25.038 28.412 31.410 35.020 37.566 45.315
21 26.171 29.615 32.671 36343 38932 46.797
22 27.301 30.813 33.924 37.659 40.289 48.268
23 28.4259 32.007 35172 38.958 41638 49.728
24 25.553 33.196 36.415 40270 42980 51.179
25 30.675 34.382 37.652 41.566 44314 52.620

MB: If the distribution being wsed in a test is symmetric, then ocne-sided
cormesponds with one-tailed. In the case of distributions which are mot
symmetric (such as Chi-square and F tests), the standard tests use only one
tail, but are two sided or non-directional. All chi-square tests with degrees of
freedom {(df) = 1 are two sided or non-directional.

The "Two-tailed probability” indicated on the table is actually the "Upper tail
probability™ (i.e., for the areas to the right of the critical value). If df =1, and
the altermative hypothesis (Ha) is directional (e.g.. Upper tailed), the
cormesponding "Two-tailed probability” obtained should be multiplied by 0.5
when determining the p value for the test. To obtain the "Lower tail probabilicy”
subtract the Upper tail probability fromm 1 {e.g.. if the Upper or Rt tail
probability = 0.05, the Lower or Lt tail probability = 1-0.05 = 0.95)
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